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terms of accuracy and predictive capability, was evaluated using the TF-IDF
method for text representation. The evaluation results show that LR achieved the
highest accuracy at 79%, followed by SVM (78%) and NB (75%,). Additionally,

Corresponding Author: LR recorded consistent and balanced scores across the precision, recall, and F1-
D4 agungputra.pamungkas@ugm.ac.id score metrics. These findings indicate that LR and SVM are more effective for
(Agung Putra Pamungkas) multiclass sentiment classification in social media contexts.

1. INTRODUCTION

The coffee shop industry in Indonesia has grown rapidly. This growth reflects changes in lifestyle and consumer
preferences. According to Toffin Insight (2020), the number of coffee shops almost tripled between 2016 and 2019,
reaching 2,950 outlets in 2019. Coffee shops serve not only as places to buy coffee but also as social spaces where
people meet, work, and relax. Among the many brands, Janji Jiwa and Kopi Kenangan stand out as the most successful.
Studies indicates that these brands have strong brand value, positive customer experiences, and solid market positions.
This is better than other local competitors (Amalia ef al., 2022; Hidayah et al., 2024).

Market share reflects the level of competitiveness of a business (Shadeni & Erinos, 2022). To remain competitive,
coffee shops must understand customer needs and preferences. Meeting customer needs is crucial for customers
satisfaction, which in turn supports business sustainability (Mardikaningsih, 2021).

Social media platforms such as X (formerly Twitter) provide real-time data on consumer opinions and sentiments.
People can freely share their opinions, making X useful for understanding public opinion (Solihin et al., 2021).
Sentiment analysis helps extract insights from such data. It shows what consumers think about brands by analyzing text
content (Alfajri ef al., 2019; Hasri & Alita, 2022). Sentiment analysis uses natural language processing to find patterns
in unstructured text (Priyanto & Ma’arif, 2018; Siringoringo & Jamaluddin, 2019). This approach is useful for
understanding brand perception in competitive markets.

Machine learning helps automate sentiment analysis. Algorithms like Naive Bayes, Logistic Regression, and Support
Vector Machine are commonly used as they perform well in categorizing opinions as positive, neutral, or negative
(Dagqiqil, 2021). Each algorithm has strengths, and it is important to compare them to find the best one. This study
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examines public perceptions of Janji Jiwa and Kopi Kenangan based on tweets from X. It compares the accuracy and
ability of three machine learning models. The goal is to contribute to existing knowledge and provide practical insights
for businesses. It shows how traditional machine learning models work for sentiment analysis. The results can help
coffee shops make better decisions, improve marketing, and build better customer relationships.

2. MATERIALS AND METHODS
2.1. Research Object

The data for this study was collected from tweets on the social media platform X (formerly Twitter). These tweets reflect
consumer opinions about the coffee shop brands Janji Jiwa and Kopi Kenangan. As illustrated in Figure 1, the research
process consisted of several steps, ranging from data collection to model testing. A Python script on Google Colab was
used to scrape the tweets. After collecting the tweets, we manually labeled them into three groups: positive, negative,
and neutral. A total of 1,230 tweets were selected, with a balanced distribution across the three groups to ensure fairness
in testing. The labeled tweets were then cleaned and normalized to prepare the data. Next, we extracted features using
the Term Frequency-Inverse Document Frequency (TF-IDF) method. Finally, sentiment classification was performed
using three machine learning algorithms: Naive Bayes (NB), Logistic Regression (LR), and Support Vector Machine
(SVM).
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Figure 1. Research workflow

2.2. Data Pre-processing

Data pre-processing is an essential step prior to analyzing raw data. It makes the text easier to interpret and improves
model accuracy. In this study, the pre-processing steps included data cleaning, converting text to lowercase, normalizing
words, removing stopwords, and stemming. Case folding and cleaning were performed to ensure text consistency.
Converting text to lowercase standardized the data, as social media posts often use capital letters unevenly. Cleaning
involved removing URLs, numbers, and punctuation to retain only the main content. This process was implemented
using Python's "re" module.

Next, word normalization was applied to replace slang or abbreviations. Normalization changed these informal
words into standard forms. For this purpose, we used a normalization list developed by Ksnugraha, consisting of 3,720
pairs of non-standard and standard words, which helps improve model accuracy.

nn

We then removed stopwords. These are common words with little meaning, such as "dan," "yang," or "adalah."
Removing them reduces dataset size and improves performance. The process used the NLTK library, which provides a
list of Indonesian stopwords.
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Finally, we performed stemming to simplify words to their root form. This step was carried out using the Sastrawi
library with StemmerFactory, a Python tool designed for the Indonesian language. By removing affixes, stemming helps
make the text more consistent for analysis.

2.3. Feature Extraction (TF-IDF)

We used TF-IDF to transform text into numerical representations. It counts how often a word appears in a document. It
also considers how common the word is across all documents. Words that appear frequently across many documents are
assigned lower weight. TF-IDF combines these two pieces to create a feature vector. This allows machine learning
algorithms to process the data. TF-IDF was chosen because it is simple and effective approach for capturing word
importance in a dataset (Ramos, 2003; Manning ef al., 2008).

2.4. Classification Method
2.4.1. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a common algorithm used in data analysis. It creates a classification model by
learning from labeled data. SVM finds the best hyperplane that separates data points from different classes, such as
positive and negative. It does this in a high-dimensional space, which helps in making accurate decisions. The basic
form of this hyperplane is shown in Eq. (1):

x;w+b=0 €))
where w represents the normal vector of the plane and b is a constant. The margin or distance between the boundary
planes is expressed in Eq. (2):

2

Tl 2

when both boundaries are represented as inequalities, they can be written as shown in Eq. (3):
yl-(xl-w-i-b)f 1 20 (3)
The task of finding the optimal separating hyperplane is formulated as an optimization problem. The best hyperplane,

defined as the one with the maximum margin, was obtained by minimizing the objective function given in Eq. (4):

.1
min > [Iw|P? “)

2.4.2. Naive Bayes (NB)

Naive Bayes (NB) is a method that uses Bayes’ Theorem for classification. It predicts outcomes based on probabilities
from previous data. It is often used in text classification, especially with features like TF-IDF. In this study, we used
Naive Bayes to create a sentiment classifier. The model was trained on labeled data and then used to identify sentiment
in a test set. The basic formula for Naive Bayes is shown in Eq. (5):

_ Pi) Py
Poiy == )

where P denotes the probability of term 7 appearing in category j, P;) is the probability of term ¢ belonging to
category j, Py is the probability of a document belonging to category j, and Py is the probability of term ¢ appearing.

2.4.3. Logistic Regression (LR)

Logistic Regression (LR) is a method that estimates the chance that a data point belongs to a specific class. It uses the
sigmoid function to convert a linear combination of features into a probability between 0 and 1. This method works well
with categories and is often used in text sentiment analysis. The prediction formula for LR is shown in Eq. (6):

1
PO =10 = —Gosrmm (6)
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where x is the input feature vector, f; represents the weight (coefficient) for each feature x;, and fo is the intercept (bias)
term. The parameters f are estimated by maximizing the likelihood function, typically using optimization algorithms
such as gradient descent or liblinear solver, depending on the dataset size and characteristics.

2.5. Model Evaluation

2.5.1. Confusion Matrix

A confusion matrix is a tool for evaluating the performance of classification models. It presents the number of correct
and incorrect predictions for each class. This allows assessment of how well the model distinguishes different sentiments
(Han & Kamber, 2001). Table 1 displays the confusion matrix used in this study.

Table 1. Confusion matrix

Actual Prediction True Prediction False
True True Positive (TP) False Negative (FN)
False False Positive (FP) True Negative (TN)

Based on the confusion matrix, we evaluated the model using four metrics: accuracy, precision, recall, and F1-score.
Accuracy measures the proportion of correct predictions, while precision indicates how reliable positive predictions are.
Recall assesses how well the model identifies actual positive cases. The F1-score combines precision and recall into a
single value, which is especially useful when some classes are less common. These metrics are defined in Equations (7)
to (10).

TP+TN

Accuracy = ————— (N

TP+FP+TN+FN
- TP

Precision = (3

TP+FP
TP
Recall = )
TP+FN
2 X Precision X Recall
F1 — score = (10)

Precision + Recall

where TP denotes True Positive, TN denotes True Negative, FP denotes False Positive, and FN denotes False Negative.

3. RESULTS AND DISCUSSION

This study compares three machine learning algorithms: Naive Bayes (NB), Logistic Regression (LR), and Support
Vector Machine (SVM). The dataset was collected from social media platform X, formerly Twitter. It consists of tweets
posted in 2022 about two Indonesian coffee shop brands: Janji Jiwa and Kopi Kenangan. We used sentiment analysis to
classify opinions into three groups: positive, negative, and neutral. Positive sentiment reflects satisfaction with aspects
such as taste, price, or service. Negative sentiment indicates dissatisfaction or criticism, while neutral sentiment consists
of factual or descriptive statements without emotional tone (Liu, 2012; Medhat ef al., 2014).

Many factors influence consumer perception of a brand, including price, location, product quality, and promotional
efforts. Social media activity and online trends also shape these perceptions (Pang & Lee, 2008). Therefore, sentiment
analysis is essential for understanding customer reactions in today’s digital marketplace.

First, we conducted experiments using different train-test splits: 50:50, 60:40, 70:30, 80:20, and 90:10. The purpose
was to examine the effect of training data size on model accuracy. Each model was trained on the training set and
evaluated on the test set. As shown in Figure 2, a larger proportion of training data generally improved accuracy. For
example, LR’s accuracy increased from 67% with a 50:50 split to 73% with a 90:10 split, while SVM’s accuracy rose
from 68% to 74%. These results indicates that both models perform better with larger training data.

By contrast, the NB model did not improve as consistently. Its accuracy improved only slightly, from 66% to 69%,
as the training data expanded. This limitation arises from NB’s assumption of feature independence, which reduces its
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ability to capture complex text patterns. Based on these results, a 90:10 split was selected for all subsequent tests to
achieved the best performance.

3.1. Hyperparameter Tuning

After determining the optimal train-test split, we applied grid search to identify the best model parameters. Table 2
presents these parameters, along with their corresponding accuracy and macro F1-scores.

SVM (90:10)
LR (90:10
NB (90:10

SVM (80:20)
LR (80:20
NB (80:20

SVM (70:30
LR (70:30
NB (70:30

SVM (60:40
LR (60:40
NB (60:40

SVM (50:50)
LR (50:50
NB (50:50

Proportion of Training and Testing data (%)
(=2}
o]

50 55 60 65 70 75 80

Accuracy rate (%)

Figure 2. Accuracy results based on the difference between the proportion of training and testing data

Table 2. Hyperparameter tuning results for NB, LR, and SVM

Model Best Parameters Accuracy (%) Macro F1-Score (%)
NB a=2.0 74.8 74.4
LR C =10, max_iter = 1000, 78.9 78.8
solver = ‘liblinear’
SVM C =1, max_iter = 1000 78.0 77.9

3.2. Confusion Matrix

We used a confusion matrix to evaluate each model. The matrix presents the classification performance on 123 data
points, representing 10% of the dataset. In addition, we also calculated key evaluation metrics: accuracy, precision,
recall, and F1-score, using both macro and weighted averages. Table 3 summarizes these results. This approach provides
insights into how well each model classifies different sentiment categories, particularly in a balanced dataset. The
confusion matrices of the three models (NB, LR, and SVM) are shown in Figure 3

The NB model achieved 75% accuracy. Its macro precision was 77%, recall was 75%, and F1-score was 74%. Its
performance was fair. It did not perform as well as the other two models. NB assumes features are independent. This
limits its ability to understand the meaning of text.

Table 3. Performance comparison of machine learning models in sentiment classification

. . Algorithm

Evaluation Metrics NB LR SUM
Accuracy (%) 75 79 78
Macro Precision (%) 77 79 78
Macro Recall (%) 75 79 78
Macro F1-score (%) 74 79 78
Weighted Precision (%) 77 79 78
Weighted Recall (%) 75 79 78
Weighted F1-score (%) 74 79 78
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Figure 3. Confusion matrices of the NB, LR, and SVM models

The LR model showed the best results. It had 79% accuracy. Its macro and weighted precision, recall, and F1-scores
were also 79%. This means LR is accurate and consistent. It was the most reliable model for this study.

The SVM model also performed well. It had 78% accuracy. Its macro and weighted metrics were 78% as well. SVM
was slightly less accurate than LR. It was stable and reliable. It can separate different classes well, even with complex
data. These results match earlier studies by Maulana ez a/. (2021) and Mahendra et a/. (2023). Those studies also found
SVM is better than NB in sentiment classification. This shows SVM is good at capturing small differences in text patterns.

Overall, simple models like LR and SVM work well for multi-class sentiment classification. They give consistent
results on different metrics. These models are also faster to run than more complex methods. Henderi & Siddique (2024)
found that LR and SVM work well on large consumer review datasets. They are reliable choices for sentiment analysis.

LR balances accuracy and stability. It has high accuracy and fewer errors in positive sentiment classification than
SVM, according to Budianto et al. (2024). LR is also easier to interpret. Its coefficients show which words influence
sentiment. This is useful for marketing and business work.

Classical models like LR and SVM often perform and or better than deep learning models. This is true when using
simple text features such as TF-IDF or bag of words. Recent studies show that traditional algorithms are still good and
faster options for sentiment analysis. Kamruzzaman & Kim (2024) support this. These results mean that LR and SVM
are good choices for practical sentiment analysis tasks. They are reliable, efficient, and easy to understand, especially
for work with balanced datasets.
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4. CONCLUSIONS

The evaluation of three sentiment classification models: Naive Bayes (NB), Logistic Regression (LR), and Support
Vector Machine (SVM) indicates that performance is directly tied to an algorithm’s ability to capture the contextual
relationships in textual data. LR achieved the best results overall, with consistently high accuracy and balanced
evaluation metrics. It was followed closely by SVM, which also demonstrated robust and stable performance. In contrast,
NB proved to be less effective, likely due to its reliance on the assumption of feature independence, which limits its
capacity to handle complex, nuanced semantics. These results highlight a key consideration for model selection: beyond
just simplicity and computational efficiency, flexibility and balance are essential for effective sentiment classification.
LR, in particular, emerged as the most reliable approach in this study. From a practical standpoint, businesses can use
these findings to refine their marketing strategies and improve customer engagement by leveraging insights from
consumer sentiment. For future research, expanding the dataset and exploring more advanced methods, such as deep
learning models, are recommended to further enhance classification performance.
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